The Prevention and Treatment of Missing Data in Clinical Trials

Roderick J. Little, Ph.D., Ralph D’Agostino, Ph.D., Michael L. Cohen, Ph.D., Kay Dickersin, Ph.D., Scott S. Emerson, M.D., Ph.D., John T. Farrar, M.D., Ph.D., Constantine Frangakis, Ph.D., Joseph W. Hogan, Sc.D., Geert Molenberghs, Ph.D., Susan A. Murphy, Ph.D., James D. Neaton, Ph.D., Andrea Rotnitzky, Ph.D., Daniel Scharfstein, Sc.D., Weichung J. Shih, Ph.D., Jay P. Siegel, M.D., and Hal Stern, Ph.D.

BACKGROUND

Missing data have seriously compromised inferences from clinical trials, yet the topic has received little attention in the clinical-trial community.\(^1\) Existing regulatory guidances\(^2-4\) on the design, conduct, and analysis of clinical trials have little specific advice on how to address the problem of missing data. A recent National Research Council (NRC) report\(^5\) on the topic seeks to address this gap, and this article summarizes some of the main findings and recommendations of that report. The authors of this article served on the panel that prepared the report.

Missing data have seriously compromised inferences from clinical trials.\(^1\) For example, editorials in the Journal have noted how missing data have limited the ability to draw definitive conclusions from weight-loss trials\(^6\) or could lead to incorrect inferences about drug safety.\(^7\) High rates of missing data that can affect conclusions occur in trials of treatments for many diseases.\(^8-13\) Since existing regulatory guidances\(^2-4\) lack specificity, in 2008 the Food and Drug Administration (FDA) requested that the NRC convene an expert panel to prepare “a report with recommendations that would be useful for FDA’s development of guidance for clinical trials on appropriate study designs and follow-up methods to reduce missing data and on appropriate statistical methods to address missing data for analysis of results.” This article summarizes some of the main findings and recommendations of the report\(^5\) of that panel. More details are provided elsewhere.\(^14\)

The report focused primarily on phase 3 confirmatory clinical trials for assessing the safety and efficacy of drugs, biologic products, and some medical devices, for which the bar of scientific rigor is set high. The use of randomized study-group assignments predominates in such studies, since this design feature ensures comparability of study groups and allows assessment of causation. However, many of the recommendations are applicable to early-phase randomized trials and epidemiologic studies in general.

Missing data are defined as values that are not available and that would be meaningful for analysis if they were observed. For example, measures of quality of life are usually not meaningful for patients who have died and hence would not be considered as missing data under this definition. We focus on missing outcome data here, though analysis methods have also been developed to handle missing covariates and auxiliary data.

KEY FINDINGS

Substantial instances of missing data are a serious problem that undermines the scientific credibility of causal conclusions from clinical trials. The assumption that analysis methods can compensate for such missing data are not justified, so aspects of trial design that limit the likelihood of missing data should be an important objective. In addition to specific aspects of trial design, many components of clinical-trial conduct can limit the extent of missing data. Finally, in studies with missing data, analysis methods that are based on plausible scientific assumptions should be used. For example, this consideration often rules out simple fixes, such as imputation by the last observation carried forward.\(^10\) Although there are better analysis alternatives to that method, they all require unverifiable assumptions. Thus,
sensitivity analyses should be conducted to assess the robustness of findings to plausible alternative assumptions about the missing data.

We now consider a number of specific missing-data issues that are intended to be representative and informative rather than comprehensive.

**FOLLOW-UP AFTER TREATMENT DISCONTINUATION**

A major source of missing data in clinical trials is participants who discontinue the assigned treatment because of adverse events, lack of tolerability, lack of efficacy, or simple inconvenience. Too many investigators incorrectly equate treatment discontinuation with study dropout; that is, outcomes are not recorded for participants who discontinue treatment. However, enrollees committed to participating in the study, not just to receiving the assigned treatment. When a study treatment is discontinued, efforts should be made to obtain the participant’s consent for the collection of data on treatments and outcomes. When such efforts are successful, gathering these data after treatment discontinuation preserves the ability to analyze end points for all participants who underwent randomization and thus to make possible intention-to-treat inferences, which are grounded in randomization. It also allows exploration of whether the assigned therapy affected the use and efficacy of subsequent therapies and provides the ability to monitor side effects that might occur or persist after the discontinuation of treatment. The consensus of the panel was that in many studies, the benefits of collecting outcomes after participants have discontinued treatment outweigh the costs.

**TRIAL DESIGN**

Since there is no foolproof way to analyze data in the face of substantial amounts of missing data, we emphasize the role of design and trial conduct to limit the effect of missing data on regulatory decisions. Good clinical-trial design should clearly define the target population, along with efficacy and safety outcomes, and the likely effect of missing data should factor into decisions about reasonable alternative choices. The report states that “investigators, sponsors, and regulators should design clinical trials consistent with the goal of maximizing the number of participants who are maintained on the protocol-specified intervention until the outcome data are collected.”

Design elements for clinical trials can help to prevent missing data by reducing the number of participants for whom primary end-point data will be missing. A variety of design ideas are discussed in the report, and eight of them are shown in Table 1. Their relevance varies greatly according to setting, and they may have limitations or drawbacks that need to be considered.

An important and relatively neglected design issue is how to account for the loss of power from missing data in statistical inferences such as hypothesis tests or confidence intervals. The most common approach simply inflates the re-

<table>
<thead>
<tr>
<th>Table 1. Eight Ideas for Limiting Missing Data in the Design of Clinical Trials.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target a population that is not adequately served by current treatments and hence has an incentive to remain in the study.</td>
</tr>
<tr>
<td>Include a run-in period in which all patients are assigned to the active treatment, after which only those who tolerated and adhered to the therapy undergo randomization.</td>
</tr>
<tr>
<td>Allow a flexible treatment regimen that accommodates individual differences in efficacy and side effects in order to reduce the dropout rate because of a lack of efficacy or tolerability.</td>
</tr>
<tr>
<td>Consider add-on designs, in which a study treatment is added to an existing treatment, typically with a different mechanism of action known to be effective in previous studies.</td>
</tr>
<tr>
<td>Shorten the follow-up period for the primary outcome.</td>
</tr>
<tr>
<td>Allow the use of rescue medications that are designated as components of a treatment regimen in the study protocol.</td>
</tr>
<tr>
<td>For assessment of long-term efficacy (which is associated with an increased dropout rate), consider a randomized withdrawal design, in which only participants who have already received a study treatment without dropping out undergo randomization to continue to receive the treatment or switch to placebo.</td>
</tr>
<tr>
<td>Avoid outcome measures that are likely to lead to substantial missing data. In some cases, it may be appropriate to consider the time until the use of a rescue treatment as an outcome measure or the discontinuation of a study treatment as a form of treatment failure.</td>
</tr>
</tbody>
</table>
quired sample size in the absence of missing data to achieve the same sample size under the anticipated dropout rate, estimated from similar trials. This approach is generally flawed, since inflating the sample size accounts for a reduction in precision of the study from missing data but does not account for bias that results when the missing data differ in substantive ways from the observed data. In the extreme case in which the amount of bias from missing data is similar to or greater than the anticipated size of the treatment effect, detection of the true treatment effect is unlikely, regardless of the sample size, and the study is noninformative. When performing power calculations, one should consider sample-size computations for an intention-to-treat analysis that uses a hypothesized population treatment effect that is attenuated because of the inability of some study participants to adhere to the treatment. Alternatively, one could develop power analyses for statistical procedures that explicitly account for missing data and its associated uncertainty, as discussed below.

**Analysis Methods**

**Four Types of Adjustment Approaches**

There is no universal method for handling missing data in a clinical trial, since each trial has its own set of design and measurement characteristics. The range of approaches to modeling and inference is extremely broad, and no single method or class of methods is suitable for all situations. The panel distinguished four different types of adjustment methods for missing data: complete-case analysis, single imputation methods, estimating-equation methods, and methods based on a statistical model.

In complete-case analysis, participants with missing data are simply excluded from the analysis.

In simple imputation methods, a single value is filled in for each missing value by means of methods such as the last observation carried forward and the baseline observation carried forward.

In estimating-equation methods, complete cases are weighted by the inverse of an estimate of the probability of being observed. For example, the probability of an outcome being observed might be modeled with the use of baseline data, and then the complete cases might be weighted by the inverse of their estimated probabilities of being observed. More generally, model-based estimates are augmented with weighted residuals from the model.

As an example of a statistical model, continuous repeated measures might be assumed to have a normal distribution with a specified form.
of mean and covariance matrix. Methods that are based on a statistical model such as this include maximum likelihood, in which estimates and standard errors are based on the likelihood function given the observed data; Bayesian methods, in which inferences are based on a statistical model that includes an assumed prior distribution for the measurements; and multiple imputation, in which multiple sets of plausible values for missing data are created from their model-based predictive distribution, and estimates and standard errors are obtained with the use of multiple-imputation combining rules.17 Hogan et al.18 provide a relatively nontechnical description of these methods, with examples.

THREE SCENARIOS FOR MISSING DATA

The properties of these methods depend on the mechanisms leading to missing data. A useful taxonomy5,19 distinguishes methods that assume one of three scenarios. In the first scenario, data are missing completely at random, which implies that the missing data are unrelated to the study variables. In particular, the complete cases are representative of all the original cases as randomized. In the second scenario, data are missing at random, which implies that recorded characteristics can account for differences in the distribution of missing variables for observed and missing cases. In the third scenario, data are missing not at random, which implies that recorded characteristics do not account for differences in the distribution of the missing variables for observed and missing cases.

For example, in an imaginary clinical trial, some participants have had improvement or worsening of their condition, and some have had toxic effects and have dropped out before the final outcome could be recorded. The assumption that data are missing completely at random presumes that outcomes for those who dropped out would be expected to be similar to outcomes for participants who did not drop out, so the data from dropouts can be ignored without bias. The less stringent assumption that data are missing at random implies that outcomes for participants who dropped out would be expected to be similar to outcomes for participants who did not drop out with similar baseline characteristics and similar intermediate measures up to that time, so missing outcomes can be modeled on the basis of outcomes of similar participants who did not drop out. Only the assumption that the data are missing not at random allows for the possibility that events that were not observed (e.g., severe toxicity or disease progression occurring since the last visit) may have influenced the decision to drop out, and thus outcomes are likely to be different from those of similar participants who did not drop out. Models that are based on the assumption that the data are not missing at random must make further assumptions about the effect of such possibilities.

These assumptions about the missing-data mechanisms have an effect on the appropriateness of the different methods. We do not recommend using the complete-case-analysis approach to missing data, since it requires the unrealistic assumption that the data are missing completely at random. This method does not exploit partial information in incomplete cases, which could improve the estimates when handled properly.

Simple imputation methods such as the last observation carried forward and baseline observation carried forward are commonly applied, in part because they are simple and easy to understand, but they are overused. We do not recommend them, since their validity hinges on assumptions that are often unrealistic. For example, the last-observation-carried-forward method makes the assumption that the outcomes of participants do not change after they have dropped out, leading to biased treatment effects when this assumption is not justified.10 These methods, like many other methods that impute a single value for the missing data, do not propagate imputation uncertainty and thus yield inappropriately low estimates of standard errors and P values. Thus, we recommend that single-imputation methods, such as last observation carried forward and baseline observation carried forward, should not be used as the primary approach to the treatment of missing data “unless the assumptions that underlie such methods are scientifically justified.”5

FAVORED METHODS AND SENSITIVITY ANALYSES

In general, the panel favored estimating-equation methods and methods that are based on a statistical model for the data. In particular, weighted estimating equations and multiple-imputation models have an advantage in that they can be used to incorporate auxiliary information about
the missing data into the final analysis, and they
give standard errors and P values that incorporate
missing-data uncertainty. Analyses that are per-
formed with such methods often assume that
missing data are missing at random, and such
an assumption often makes sense for the pri-
mary analysis. However, the observed data can
never verify whether this assumption is correct.
Therefore, to assess robustness, sensitivity analy-
ses are recommended. We advocate sensitivity
analyses that are easy to interpret by clinicians.
In the report, we included examples of such
analyses that are based on pattern-mixture and
selection models. One pattern-mixture approach
for comparing two treatments assumes that par-
ticipants who drop out have a mean outcome
that deviates from that of participants who do
not drop out by an offset — which we term \(d(1)\)
for treatment 1 and \(d(2)\) for treatment 2 — and
then explores the effect on the findings of vari-
ous choices of the offsets in the two study
groups. If the treatment effect is qualitatively
maintained for the range of offsets that are con-
sidered to be clinically plausible, then the find-
ings are considered to be robust. Extensions ap-
ply the offsets to means adjusted for available
covariates and modify the offsets to be suitable
for categorical outcomes.

SIX PRINCIPLES FOR DRAWING INFERENCE S

The following six principles for drawing infer-
ences from incomplete data are applicable in a
wide variety of settings.

First, determine if possible whether the val-
ues that are missing are meaningful for analysis
and hence meet the definition of missing data.

Second, formulate an appropriate and well-
defined causal primary measure of treatment
effect in terms of the data that were intended
to be collected. It is important to distinguish what
is being estimated from the method of estima-
tion, which may vary according to assumptions.

Third, as much as possible, document the
reasons why data are missing. For example, did
the patient move to get a better job or did he or
she drop out of the trial because of a severe side
effect? Knowing the reasons for missing data
can help formulate sensible assumptions about
observations that are missing. A related idea is
to seek and collect auxiliary variables that may
be predictive of the outcome and of dropping
out, since analysis methods such as multiple im-
putation and weighted estimating equations can
exploit these data to reduce bias from missing
data and improve the precision of estimates.

Fourth, decide on a primary set of assump-
tions about the missing-data mechanism. In some
cases, the primary assumptions can be that data
are missing at random. Assumptions about the
missing-data mechanism (as opposed to details
of the computational algorithms) must be trans-
parent and accessible to clinicians.

Fifth, conduct a statistically valid analysis
under the primary missing-data assumptions.

And sixth, assess the robustness of inferences
about treatment effects to various missing-data
assumptions by conducting a sensitivity analysis
that relates inferences to one or more parameters
that capture departures from the primary missing-
data assumption, such as the pattern-mixture
analysis outlined above. Sensitivity analysis is a
relatively new area, and further research on the
best methods is needed. The interpretation of the
collective results from a sensitivity analysis when
some of the analyses are in opposition to the
primary analysis also needs more consideration,
though the panel’s report contained some ap-
proaches to addressing such situations.

In summary, there is no easy fix for missing
data at the analysis stage. Too many current
analyses of clinical trials apply naive methods
for missing-data adjustment that make unjusti-
fied assumptions, such as the last-observation-
carried-forward approach. In reports and inter-
pretations of trial results, the handling of missing
data requires a scientifically defensible analysis
coupled with a sensitivity analysis to assess ro-
 bustness. No matter what approach is taken,
there is no way to adequately test the robustness
of the assumptions about missing data required
by the analysis. This need to rely on untestable
assumptions regarding missing data reinforces
the importance of preventing missing data in the
first place. The key is to design and carry out
the trial in a way that limits the problem of
missing data.

Disclosure forms provided by the authors are available with
the full text of this article at NEJM.org.
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